
MESA: Boost Ensemble Imbalanced Learning 
with MEta-SAmpler
Zhining Liu, Pengfei Wei, Jing Jiang, Wei Cao, Jiang Bian, and Yi Chang
in 34th Conference on Neural Information Processing Systems (NeurIPS 2020)

MOTIVATION

THE PROPOSED MESA FRAMEWORK

 Limitations of Existing Work: 
• The assumptions they made on the data may not hold, resulting in:

• Unstable performance due to the sensitivity to outliers
• High cost of computing the distance between instances.
• Poor applicability because of the prerequisite of domain experts to 
hand-craft the cost matrix

EXPERIMENTAL RESULTS

 Problem: 
• Inconsistency between:

• Class-imbalanced data representation
• Class-balanced accuracy-oriented learning process

• Goal: learning unbiased models from class-imbalanced data

 Comparisons of MESA with existing imbalanced learning methods: 

 Overview of the proposed MESA Framework. 
• We introduce a novel ensemble imbalanced learning (EIL) framework named 

MESA. It adaptively resamples the training set in iterations to get multiple 
classifiers and forms a cascade ensemble model. MESA directly learns a 
parameterized sampling strategy (i.e., meta-sampler) from data to optimize 
the final metric beyond following random heuristics. 

• It consists of three parts: meta sampling as well as ensemble training to build 
ensemble classifiers, and meta-training to optimize the meta-sampler.

 Main features of MESA. 
• Better performance. Perform adaptive resampling based on meta-information 

to further boost the performance of ensemble classifiers; 
• Wide applicability. Decouple model-training and meta-training for general 

applicability to different classifiers;
• Transferability. Train the meta-sampler over task-agnostic meta-data for cross-

task transferability and reducing meta-training cost on new tasks.

 Meta-state.
• Histogram distribution of prediction error.
It shows the distribution of “easy” and “hard” 
samples in finer granularity and provides the meta-
sampler with information about bias/variance of 
the classifier and thus supporting its decision.
• See an example in the right figure.

 Ensemble Training.
Given a meta-sampler, we can iteratively train new base classifiers using the dataset 
sampled by the sampler. Please see the process in the figure on the left.

 Meta Training.
The meta-sampler is expected to learn and adapt its strategy from the state(s)-
action(µ)-state(new s) interactions in the ensemble training process. This meta-
training problem can be naturally approached via reinforcement learning.
Action:   µ (the resampling parameter, meta-sampler’s output)
Reward: ∆ generalization performance 

(before and after an update, estimated using the validation set)
State: error distribution (on both training and validation sets)

 Meta-sampling.
To prevent the usage of complex sampler model architecture, we use a Gaussian 
function trick to simplify the meta-sampling process and the sampler itself. The 
meta-sampler outputs a scalar µ ∈ [0, 1] based on the input meta-state, we then 
apply a Gaussian function gµ,σ(x) over each instance’s classification error to decide 
its (unnormalized) sampling weight, where gµ,σ(x) is defined as:

Note that e is the Euler’s number, µ ∈ [0, 1] is given by the meta-sampler and σ is a 
hyperparameter. For detailed discussions about this hyper-parameter setting, 
please see the appendix provided in the supplementary file.

 MESA vs. Resampling Baselines  Cross/Sub-task Transferability.

 MESA vs. Under-sampling Ensemble Baselines

 MESA vs. Over-sampling Ensemble Baselines

 Learned policies under varying label noise

 Synthetic Datasets

 The influence of scaling down 
the meta-training set.

Code link: https://github.com/ZhiningLiu1998/mesa

https://github.com/ZhiningLiu1998/mesa

